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Hands on: Users, Cloud, Domains & Projects
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Cloud: resources made
available by provider

Domain: administrative entity
(e.g. de.NBI users /projects)

Project: resource assigned /
managed by group of users

Role: user’s level of access
in project
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● Open browser
● Goto http://openstack.cebitec.uni-bielefeld.de
● Domain: default
● Username / Password 

Hands on: first login
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Hands on: first login
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User’s Domain & Project User settings

Control menu

Currently used resources

Running virtual machines (“instances”)
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Hands on: first login
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User’s Domain & Project User settings

Control menu

Currently used resources

Running virtual machines (“instances”)

First task: change password

(hint: User settings….)
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Hands on: SSH setup
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● Open terminal (<left windows key> - t)
● Run “ssh-keygen -t rsa -f openstack.key”
● Enter passphrase twice

Command creates two files:
● openstack.key ← private key
● openstack.key.pub ← public key

● Run “cat openstack.key.pub” to display public key

Hands on: SSH key generation
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● Goto Project → Compute → Access & Security
● Select Key Pairs and click on Import Key Pair  

Hands on: SSH upload
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1.

2. 3.
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● Enter key name (e.g. “cws_key”)
● Copy & paste public key from terminal window
● Press Import Key Pair

● Key should be
listed afterwards

Hands on: first login
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Hands on: networking
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● networks are mandatory for VMs
● network scope: projects
● isolated networks

● no clashes between projects
● subnet defines IPv4 range

● use private network range!
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Hands on: networking
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● Select Project → Network → Networks - > Create Network

1. 2.
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Hands on: networking
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● Enter a name for the network, e.g. “cws_net”
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Hands on: networking
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● Enter a name for the subnet, e.g. “cws_subnet”
● Enter a network address, e.g. “192.168.0.0/24”



 
    de.NBI

Hands on: networking
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● Enter “192.168.0.10,192.168.0.100”
for allocation pool & click “Create”
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Hands on: networking
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● Your network is now listed!
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Hands on: Images & Flavors
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● Flavor: “hardware” of VM
● RAM
● CPU core
● Other aspects

● Image: “software” of VM
● Operating system
● Bundled software
● “hardware” requirements
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Hands on: Starting a virtual machine
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● VMs combine images & flavor
● Requires network
● Configures SSH access

on first boot
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Hands on: start VM
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● Select Project → Instances → Launch Instance

1. 2.

1. 2.
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Hands on: start VM
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● Choose a name for the VM, e.g. “my_first_vm”
● Click on “Next”
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Hands on: start VM
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● Select “No” for “Create New Volume”
● Click on “+” at Ubuntu 16.04 Xenial
● Click on “Next” 1. 2.

● List of accessible images
(either public or project-owned)

● More on volumes later...
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Hands on: start VM
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● Click on “+” next to “de.NBI default”
● “Launch Instance” should be clickable now → do it!

1.
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Hands on: start VM
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● Web UI switches to instance list
● Instance is built, status will change several time
● Status is active after VM is ready to use
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Hands on: start VM
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● Launch dialog allows many different options,
but is also very complex

● Pages with mandatory settings are marked
● Skipped Network and Key pair

● Only one possible selection
● Correctly assigned (see instance list)

● Other settings beyond our scope

Star = mandatory
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Hands on: Starting a virtual machine
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● Project networks are virtual
● Only exists in the cloud
● Not accessible from the outside

● Need to extend network setup

How to access?
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Hands on: external access
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● Select Project → Network → Network Topology
● Click on “Create Router”

Project network

Our VM

External network

Click here
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Hands on: external access
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● Select a name for the router, e.g. “cws_router”
● Select the only available external network
● Click on “Create Router”
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Hands on: external access
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● A router is shown in the topology
● It is connected to the external network
● No connection to the project network (yet)

Our new router
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Hands on: external access
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● Hover with mouse over router to bring up its tool tip
● Select “Add Interface”

Hover for tool tip

Click here
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Hands on: external access

30

● Select the subnet
● Click on “Submit”

Select subnet



 
    de.NBI

Hands on: external access
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● Go back to Project → Network → Network topology
● Router should be connected to both networks
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Hands on Goal: make VMs accessible
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● Floating IPs allow access from external networks
● Network traffic is modified on the fly

● Destination changed for incoming traffic (D-NAT)
● Source changed for outgoing traffic (S-NAT),

similar to home routers
● Floating IP not visible within VM
● May be associated with varying Vms
● Scarce resource, limited availability at our site
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Hands on: external access
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● Go to Project → Compute →Access & Security
→ Floating Ips

● Click on “Allocate IP To Project”
● Dialog is already configured correctly, click on “Allocate IP”

Click here
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Hands on: external access
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● One IP address should be listed in overview
● Click on “Associate” to associate it with a VM
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Hands on: external access
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● IP Address is already selected correctly
● Only one floating IP to associate

● Select the network port to use as destination
● Format is <VM name>: <internal IP address>

● Click on “Associate”

(Same functionality also available in instance view, not shown here)

1.

2.
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Hands on: external access
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● IP overview should show a mapping now

● Every user will have a different floating IP address!
● Remember the IP address, we are going to work with it...
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Hands on: external access (ping)
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● Check that the VM is accessible
● Open a terminal 
● Enter “ping <IP address>”

● Sends network package to computer
● Expects a reply
● Useful to check whether a host is alive / accessible

● But: no replies…..
● Leave the window open and switch back to browser….
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Hands on: external access (nc)
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● Check that the VM is accessible
● Open a terminal 
● Enter “nc <IP address> 22”

● Check if a ssh service is listen 
● Expects a reply
● Alternative is ICMP is blocked



 

Hands on: external access
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● Several firewalls protect cloud setup / VMs
● CeBiTec restricts to network to ssh, http(s)
● Security group(s) configurable by user
● User is responsible for a secure setup of VMs!
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Hands on: security groups
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● Go to Project → Access & Security → Security Groups
● Click on “Manage Rules” for the “default” group 

Click here
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Hands on: external access
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● Default security groups does not allow any access
● Click on “Add Rule”

Click here
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Hands on: external access
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● Default security groups does not allow any access
● Click on “Add Rule”
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Hands on: external access
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● Select “ALL ICMP” rule
● Leave everything else at default
● Click on “Add”
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Hands on: external access

44

● Switch to terminal with the running “ping” command
● You should see replies now!

● Close the terminal window

● Changes to security groups do not require a VM restart
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Hands on: external access
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● Add another rule to “default” group
● Use predefined “SSH” rule
● Leave other fields at default
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Hands on: external access
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● Open a new terminal (<left windows key>+<t>)
● Connect to your VM via ssh using the generated key

ssh -i cws.key ubuntu@134.176.27.XYZ

● ssh might ask for accepting host key on first connect
● You will end up with a command prompt within the VM:

mailto:ubuntu@134.176.27.XYZ
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Hands on: what we had so far..
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● User have access to projects in domains
● Users need a ssh key pair
● A network is required to start a VM
● Image: prebuilt software collection / operating system
● Flavor: specification of VM size
● Instance: Image + Flavor + Network + Key pair + ….
● Router: access between networks
● Floating IP: (usually) externally accessible IP address

● Need router between external and project networks
● Security group: project internal firewall

● Most important: user is responsible for security!
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Hands on: volumes
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● Go to Project → Compute → Volumes
● Click on “Create Volume”

1. 2.
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Hands on: volumes
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● Choose a name for the volume, e.g. “css_vol”
● Select a suitable size (default of 1 GB should be OK now)
● Click on “Create Volume”
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Hands on: volumes
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● Volume was created and is available now
● Extend menu for volume and select “Manage Attachments”

Click on arrow to extend menu
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Hands on: volumes
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● Select the instance we have created before
● Click on “Attach Volume”

1.

2.
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Hands on: volumes
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● Volume list now shows the volume as attached
● No more fancy feedback in dashboard…

● … but in the VM!
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Hands on Goal:
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● VM disks are not persistent
● Data on these disks is lost if VM is deleted
● Volumes are persistent
● Attachable to VMs
● Use for persistent data or data transfer
● Owned by project
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Hands on: volumes
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● Switch back to the terminal running ssh (or restart it)
● Invoke “ls /dev/vd*”

● New block device vdb appeared
● Create a filesystem on it: “sudo mkfs.ext4 /dev/vdb”
● “mount” it: “sudo mount /dev/vdb /mnt”
● Validate with e.g. “df” command:
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Hands on: volumes
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● Volume is now accessible as standard file system
● Can be detached and attached to other VMs
● Stays around until being deleted

● But:
● Volumes only accessible within project
● Choice of file system depends on operating system
● Might require management of posix users/groups
● Not a shared file system, attachable to one VM at a time
● Durability / accessibility depends on site setup
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Hands on: CLI access
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● Only used dashboard so far
● Limited functionality / timeouts
● Well suited for simple tasks
● But: there are power users!

● Openstack provides …
● … command line access
● … REST API
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Hands on: CLI access
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● Go to Project→Compute→Access & Security→API Access
● Click on “Download OpenStack RC File v3”
● Save the offered file 

1. 2.
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Hands on: CLI access
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● Open a new terminal (<left windows key> + <t>)
● “source” the downloaded file: 

source Downloads/cwsXY-openrc.sh
● Enter your cloud password when prompted
● “sourcing” modifies your terminal environment,

adding variables used by the openstack CLI
● Start openstack CLI: “openstack”
● Run a simple command, e.g. “server list”
● You get a list of your VM instances
● Run “help” for a complete list of commands….



 
    de.NBI

Hands on: CLI access
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● CLI gives a (more) complete access to Openstack
(full access by individual CLI tools not shown here)

● Allows certain level of automation (e.g. simple scripts)
● Sometime cryptic usage (UUIDs instead of names)
● A matter of personal preference / use case

● More complex workflows use REST API
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Hands on: VM delete
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● Go to Project→Compute→Instance
● Click on arrow to open instance menu
● Select “Delete Instance” and confirm dialog

Click arrow to access menu

Select “Delete Instance”
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Summary
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● dashboard allows easy access to cloud resources
● setting up a project

● ssh keys
● network
● images / flavors
● external access (router / floating Ips)
● starting VMs

● storage
● ephemeral → ephemeral / local disc
● persistent → volumes

● command line interface

● And again: security is up to the user!
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Thanks for your attention!

Questions?



 

<Title>
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